Everyday robots and their potential adversarial use as harmful robots through persuasion
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Abstract—This poster discusses the potential of commercially available robots as adversarial robots. Specifically, in this study we explore the potential to inflict psychological sabotage on people using persuasion. In order to demonstrate this possibility, a study using an everyday robot programmed to exert influence and designed to measure compliance is presented. We also discuss future studies of how robots are able to persuade humans to comply with certain norms, for instance, in a mission debrief context. This type of application has the potential to enhance an overall Human Machine Teaming Concept of Operations.

I. INTRODUCTION

Robots, as it is true for many machines, can be used to increase life quality and enhance human teams with their unique capabilities. It has to be kept in mind that those exact unique capabilities can pose a liability or threat to humans, originating from a wide range between carelessness to the use of robots in adversarial contexts. Misuse, the use of robots against the original intention of the designers as well as malevolent use of robots is a crucial factor that needs to be addressed through technological as well as human factors means.

II. EXPERIMENTAL STUDIES

In the experimental study, a Nao robot is programmed to prompt people to continue in a task which is undesirable to perform. The robot is trying to make people proceed beyond the time they would want to spend on that task. We are presenting the preliminary results comparing a human and a Nao robot voicing the prompts to undergraduate USAFA cadets. Results show a highly significant decrease in task time (M=35 vs. M=19 minutes) for the robot condition compared to the human condition. This means that the cadets comply substantially longer with the human than the robot. We discuss the opportunities of extending these results to robots of different size and shape. Results are expected to indicate which kind of robot design triggers more compliance and influence over people. We raise the question about the possibilities of robots of different design in order to better assist people and interact with people, as well as adjusting the design to increase their potential of persuasion.

Fig. 1. The average task time of compliance with M=35 for the humans condition and M=19 minutes for the Nao robot condition.

Fig. 2. The current conditions of this study with a human control and the Nao robot, and the future conditions using a Baxter robots and a modified Roomba for experimental comparison.

Future studies need to take into account the social application of robots in mission planning scenarios. To address this current lack in research, we use virtual agents and robots to resolve a conflict introduced in a mission. Our objective is to identify robust strategies of machine involvement in conflict detection and resolution within mixed human-machine teams. This will extend current research showing the potential of agents to be persuasive, convey information, and potentially resolve conflict [1] with the purpose of application in a military or search and rescue mission.
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